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We model fluid-fluid displacement in d = 2 by a diffusion-limited-aggregation (DLA) algorithm which 
takes random capillary forces into account. Interpore surface tension is neglected. The invading fluid is 
nonviscous. We find a crossover length Lc. On length scales much smaller (larger) than Lf, invasion 
percolation (DLA) patterns are obtained. We argue by scaling, and check by simulations, that 
Lc — (Ap/Ca) s ; Ap stands for a measure of spatial variations of the capillary pressure, Ca is the 
capillary number, and Ds is the interface fractal dimension on small length scales (we find Ds ~ 1.3). 

PACS numbers: 47.20.Hw, 02.50,+s, 47.90.+a 

Diffusion-limited aggregation [1] (DLA) and invasion 
percolation [2] (IP) are two leading models of fractal 
growth [3]. DLA models, stochastically, the evolution of 
surfaces which advance with speed v fulfilling v oc V/?, 
where p is some function satisfying Laplace's equation 
(\2p = 0 ) . Great interest has developed in such evolu­
tions, known as Laplacian growth [4], because it is a fair­
ly common phenomenon which shows up in various seem­
ingly different circumstances [5]. The Laplacian growth 
which takes place when a nonviscous liquid is injected un­
der high pressure into a porous medium already filled 
with a viscous fluid is an important practical problem in 
secondary oil recovery [6]. The standard DLA model is 
appropriate for (a) vanishing viscosity of the invading 
fluid (since Laplace's equation is only simulated on the 
space of the defending fluid), and (b) constant pressure 
on the viscous side of the interface (since no diffusive par­
ticles are generated on the interface in "standard" DLA) 
[7]. Neither capillary forces nor surface-tension effects 
are therefore accounted for. It is applicable, consequent­
ly, to very high injection rate (of zero viscosity liquids) 
experiments, when viscous forces in the displaced fluid 
are dominant. We refer to this regime as the DLA, or 
viscous fingering, or open branch (because no viscous 
fluid encirclement occurs then), regime. On the other 
hand, capillary forces dominate when the nonviscous fluid 
is injected very slowly into a porous medium previously 
filled with a viscous liquid. There is then widespread 
trapping [8] (i.e., encirclement) of the defending fluid; we 
shall refer to this regime as the invasion percolation re­
gime. The IP model [2] has been designed for such a re­
gime: The interface is advanced wherever the capillary 
pressure p(r) is most favorable for it, neglecting viscous 
forces completely. 

It is not known how the transition between the IP and 
the open branching regimes takes place as the injection 
rate is varied. Lenormand [9] has reported continuous 
evolution from IP to DLA in experiments on intercon­
nected channels. Blunt and King [10] and others [11] 
have solved the corresponding Laplace equations numeri­
cally. However, a crossover length Lc, as a function of in­

jection rate, between IP and DLA regimes has not been 
found [12]. 

It is the purpose of this Letter (a) to argue and to show 
through simulations that an Lc exists, such that DLA pat­
terns obtain on length scales much larger than Lc, but 
IP-like growth takes place on length scales much smaller 
than Lc; and (b) to find how Lc behaves, as the injection 
rate varies, by scaling and by simulations. This Letter is 
arranged as follows. We first outline the model of porous 
media and of the appropriate DLA algorithm we use. 
The model (1) takes into account capillary pressures 
which vary randomly over square lattices [13], (2) works 
only for invading fluids of zero viscosity, and (3) disre­
gards interpore surface tension and cannot, therefore, ac­
count for the cooperative invasion effects found by 
Stokes, Kusnick, and Robbins [14] (discussed by Martys, 
Cieplak, and Robbins [15]) about which nothing further 
will be said here. We then discuss and determine suitably 
defined (see below) fractal dimensions, A for the IP 
( A —1.9), and De for the DLA (De = 1.70 ± 0 . 0 4 ) re­
gimes. The value of A is not in disagreement with the 
value that obtains for it in IP with trapping (see below). 
Furthermore, we find that the fractal dimension of the in­
terface is given by A v " 1.3 ± 0 . 1 for lengths / such that 
8 < / < L , / 2 , which is close to the value [16] (1.37) found 
for A in IP with trapping. The data for the crossover 
length Lc are shown to be consistent with Eq. (1). Final­
ly, a scaling argument is given for Eq. (1). 

The existence and behavior of a crossover length L r , 
from small-length-scale capillary-force controlled growth 
to large-length-scale viscous fingering in porous media, 
can be expected on the basis of the following crude argu­
ment (for a scaling argument, see further below). Con­
sider some portion of the two-fluid interface on a length 
scale /, and the pressure difference 8p between two points 
on the viscous fluid which are —/ apart. Two terms con­
tribute to Sp: 8p\, associated with viscous forces, and 
dp2, associated with capillary forces. 8p\ — |V/?|/, where 
\p is the pressure gradient far downstream. In order to 
estimate dpi, keep in mind that pressure variations over 
the interface on length scales much smaller than / con-
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tribute negligibly to dp 2 at distances much larger than / 
away from it. We therefore expect 8p 2 —Apia ID * , 
where A/5 is the typical spatial variation of the capillary 
pressure over a length a (a may be the length of a pore), 
and Ds is the interface fractal dimension. Setting dp2 
— Sp\ gives 

L , ~ a | A p / a V / 7 | 2 / ( 2 + D ' ) . (1) 

We next specify what we mean by a porous medium 
here. A porous medium is often mimicked in the labora­
tory as a set of cavities (pores) on a lattice connected by 
channels [8,9] or as a set of randomly packed glass beads 
[14]. We model it here by a square lattice with random 
numbers /?,-, evenly distributed between — A/5/2 and A/?/2, 
assigned to each lattice site / at the outset of the simula­
tion [13]. (Note that a nonvanishing average value of p 
would only redefine the pressure under which injection 
takes place, which is a trivial effect.) The pressure drop 
across the two-fluid interface on site j is given by pj. 
Spatial variations of the permeability are completely 
disregarded here. 

Our model does not deal with motion within channels 
or pores. It describes motion on larger scales. Each site 
in it represents a region of space of about the size of a 
glass bead (or grain of sand, or whatever). In experi­
ments with channel networks, surface tension plays a 
significant role only within channel spaces: Advancing 
interfaces in different channels are disconnected. It costs 
therefore little energy to warp interfaces on large scales. 
That suggests a small value of the surface tension for our 
model. Capillary pressure, being an intrachannel pheno­
menon, can be arbitrarily large. On the other hand, there 
is reasonably good connectivity on the interface if the 
medium is made up of spherical beads; interpore surface 
tension may then lead to "cooperative invasion" [15]. 
We neglect interpore surface tension here, and do not 
therefore deal with such effects. 

We use a DLA model which takes into account capil­
lary pressure rather than solve Laplace's equation numer­
ically because it is a fast algorithm. We can simulate La-
placian growth on lattices of up to 1024x 1024 sites. We 
next describe, following Ref. [7], the DLA algorithm we 
use here. Let p'— — p+p0 + Ap/2 throughout all space, 
where po is the pressure under which the nonviscous fluid 
is injected at the bottom of a cell. Clearly, p satisfies 
Laplace's equation since (we neglect spatial variations of 
the permeability) p does. Now, for the boundary condi­
tions, we assume / ? = 0 at the top of the cell (where the 
viscous fluid exists), therefore, p,=spo + Ap/2 there. On 
the other hand, p =Ap/2—p(R) at a point R on the in­
terface (on the viscous-fluid side of it). The probabilities 
Pb and Pt that a random walker be released through a 
given bond b at R across the interface boundary and from 
some given site at the top boundary of the cell, respective­
ly, fulfill 

Pb(R) _Ap/2-p(R) 

Pt po + Ap/2 

In order to avoid needless walking on large regions of 
empty space, random walkers are released from a straight 
line just above the highest point on the interface bound­
ary [7] (instead of from the top of the cell, which is a dis­
tance / away) with probability aPt/l. Letting /—> <», and 
Po—* °°> keeping <Vp) =/?o// constant, gives 

Pb(R) _r \-2p(R) m 

Pi 2 Ap ' 

where Pj is the probability that the random walker be 
released from a given point on the straight-line construct 
and 

r=Ap/a(\p). (3) 

(Using Darcy's law, r = KAp/ar 0C3., where K is the per­
meability, Ca is the capillary number, and To is the 
"bare" surface tension [17]; letting Ap — xja and K~~a2 

gives r ^ - C a " 1 . ) Clearly, r is the only parameter in the 
problem. Random walks which would break up the ag­
gregate by removing particles from the interface are not 
allowed. 

Results of DLA runs on lattices of L*L sites for 
L = 1024 for r = 0 , 40, 160, and 640 are shown in Figs. 
1(a)-1(d) , respectively. Blowups of the lower left-hand 
squares of 256x256 sites of Figs. 1 ( b ) - l (d) are shown in 
Figs. 1(e)-1(g) , respectively. Figure 1(h) is for a 256 
x256 site lattice and r = 2 5 6 0 . Figure 1 exhibits two re­
gimes: (1) open branching on large length scales, much 
as for ordinary DLA [Fig. 1(a)], and (2) IP-like patterns 
on small length scales (within "branches" and "tree 
trunks," which clearly become thicker as r increases). 

We next measure the fractal dimensions for these two 
regimes. We use the box-counting method [3]. Only 
boxes of 4 x 4 sites or larger are taken into account. In 
order to keep errors within reasonable bounds, boxes are 
disregarded if there are fewer than 50 of them [which 
clearly rules out boxes of (L/4) x (L/4) sites or larger for 
lattices of L x L sites]. As expected, the fractal dimension 
turns out to be scale dependent. Let De (e for exterior) 
be the fractal dimension for lengths larger than branch 
thickness Lc, which is defined and determined below. We 
find A, = 1.70 ± 0 . 0 4 for all r < 3 2 0 . We cannot check 
the value of De for r > : 640 because Lc ^ 100 then, and, 
consequently, only boxes of 128x128 sites qualify in lat­
tices of 1024x1024 sites; simulations on larger lattices 
are necessary to obtain data points for De for larger r. 

We now turn our attention to the interior space of the 
treelike structures shown in Fig. 1. Unfortunately, the 
fractal dimension D obtained by counting all nonempty 
/ x / boxes for 4 < / < L r /2 , turns out to depend on posi­
tion and on r. Larger values of D always obtain for a 
horizontal band, of width of about Lc, at the bottom of 
the lattice; D seems to be homogeneous otherwise; howev­
er, it varies with /*, from D^ 1.7 for r ^ ^ O to Z>« 1.9 
for r =2560. We can obtain a fractal dimension Z>, of the 
interior space, which seems to be approximately indepen­
dent of position and of r, by counting only boxes which lie 
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FIG. 1. (a)-(h) Displacement of a viscous fluid by an inviscid one (shown as black) for the values of r [see Eq. (3)] shown. 
(a)-(d) are for lattices of 1024x 1024 sites, (e)-(g) are enlargements of the lower 256x256 left-hand sides of (b)-(d), and (h) is for 
a run on a 256x 256 site lattice for r =2560. 

completely within interior space (any line joining a point 
within any such box and the top of the cell must neces­
sarily go through an invaded area). Figure 2(a) shows 
the results obtained for De and for £>,. The data points 
shown for Dj may be contrasted with 1.80 < D < 1.83 for 
IP with trapping [2,8]. However, D and D,- are not the 
same thing. We have determined D, for IP (with trap­
ping) data [18] on a 1024x1024 site lattice, and found 
A - D =0.07 ± 0.02. Furthermore, we find that the frac­
tal dimension of our interfaces is given by Ds = 1.3 ± 0 . 1 
for lengths / such that 8 ^ / ^ L , / 2 , which is close to the 
value [16] (1.37) found for Ds in IP with trapping. Con­
sequently, we cannot distinguish our growths, on length 
scales smaller than Lc, from IP with trapping for 
2560 >: r> 160. (We cannot rule out the possibility that 
A ~ * 2 as r—• oo.) 

We now turn our attention to the crossover length Lc. 
By definition, the branch (and tree trunk) thickness is the 
length which separates trapping (of the defending fluid) 
from open branching. Therefore, it provides the natural 
definition of L r , which we determine as follows. Take a 
point / on a growth, draw vertical and horizontal lines 
through it, and let them end at the exterior space (i.e., all 
space connected to the top of the cell) boundary. Let the 
shortest of these two lines be L,-. We let Lc be the aver­
age of Li over the aggregate. Data points obtained are 
shown in Fig. 2(b). Lattice size effects show up for small 
values of r, since the branch thickness becomes about 5a 
in the r~~> 0 limit, instead of vanishing, as it would in the 
continuum. Meaningful comparisons with the predicted 
behavior [Eq. (1)] are therefore to be made only for 
Lc^>5a. It is gratifying to find that data points in Fig. 
2(b) do seem to approach the predicted behavior for 
Lc>20a. 
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FIG. 2. (a) Plot of large-scale (lengths > 2L<) dimension, 
A-, and of interior space dimension, A , vs logioO*). Simulations 
on larger lattices are needed to extend the set of data points for 
De beyond r=320. No data points can be obtained for Z), for 
r < 8 because the length-scale range between "pore size1' a and 
L( becomes too small then, (b) Plot of logio(£< ) vs logio(r) for 
lattices of L*L sites for the values of L shown. The straight 
line is not a fit; its slope is 0.606 [=2/(2 + A ) , with A =1.3], 
as predicted; only its intercept is fitted to the data points. To 
obtain error bars, each growth was divided into ten horizontal 
strips and a value of Lc was obtained for each one. The error 
bars shown stand for twice the value of the corresponding stan­
dard deviations. 
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We next give a scaling argument for Lc. Consider 
some Laplacian growth and an enlarged version of it with 
all lengths augmented by a. Speed, and therefore kSp/fi 
(through Darcy's law), scales as a. All pressures, includ­
ing capillary ones, multiplied by K/H, must therefore scale 
as a2. Now, pores, as everything else, are larger in the 
blown-up version, but we want to shorten them back to 
their original size, leaving Laplacian growth unaffected. 
To do this, K&p/fji must be augmented by (n'/n)]/2, as­
suming statistical independence of pores, where riIn is the 
ratio of small-size to large-size pore numbers on a given 
portion of the interface. Since n'/n =a \ by definition of 
Ds (the fractal dimension by the box method), it follows 
that /cAp/jt/ must scale as a s . It follows from Eq. (3) 
that r scales as a s . But, we have seen above that 
Lc depends only on r. Let Lc = / ( r ) ; since Lc scales 
as a (as all other lengths do), it follows that af(r) 
_ / Y l+#v/2\ , , r( \ 2/(2 + Ds) ^ 

—j\ra ) ; consequently, jyrj^r . Equation 
(1), which is the desired relation, follows. 

We conclude with two comments. Substitution of 
r~~Ca-1 into Eq. ( l ) gives the simple form, Lc~~a 
x C a "' , whereas the numerical estimate, Lc 

^ \.61r s , with Z>A. = 1.3, follows from a fit of Eq. 
(1) to the data points in Fig. 2(b). Inspection of Fig. 1 
suggests that at least 10 times as many channels as 
Lenormand [9] had ( ~ 1 0 5 ) are required in order to ex­
hibit experimentally the crossover effect we describe here. 

Computations were performed on SUN and IBM 
workstations. Computing times grow linearly with r. It 
took a couple of weeks on an IBM Risc/6000mod320 to 
get Fig. 1(d). 

We are grateful to Dr. G. Mendoza for helpful discus­
sions, to R. Paredes for IP data, and to CONICIT and to 
the Commission of the European Communities for partial 
support through Grants No. SI-1914 and No. 
CI 1.0409.E, respectively. 

(u)Present address: Fisica Aplicada, Facultad de Ciencias, 
Universidad de Granada, 18071 Granada, Spain. 

[1] T. Witten and L. M. Sander, Phys. Rev. Lett. 47, 1400 
(1981); for a partial review and further references, see H. 
E. Stanley et al., Physica (Amsterdam) 168A, 24 (1990). 

[2] R. Chandler, J. Koplik, K. Lerman, and J. F. Willemsen, 
J. Fluid. Mech. 119, 249 (1982); D. Wilkinson and J. F. 
Willemsen, J. Phys. A 16, 3365 (1983); L. Furuberg, J. 
Feder, A. Aharony, and T. Jtfssang, Phys. Rev. Lett. 61, 
2117 (1988). 

[3] B. B. Mandelbrot, The Fractal Geometry of Nature 
(Freeman, New York, 1983); J. Feder, Fractals (Plenum, 
New York, 1988). 

[4] L. Paterson, Phys. Rev. Lett. 52, 1621 (1984); see also 

Growth and Form, edited by H. E. Stanley and N. Os-
trowsky (Martinus Nijhoff, Dordrecht, 1986). 

[5] See, for instance, Growth and Form (Ref. [4]); Feder 
(Ref. [3]); R. Jullien and R. Botet, Aggregation and 
Fractal Aggregates (World Scientific, Singapore, 1987); 
H. J. Herrmann, Phys. Rep. 136, 155 (1986); P. Meakin, 
M. Murat, A. Aharony, J. Feder, and T. Jctesang, Physica 
(Amsterdam) 155A, 1 (1989); J. V. Maher, Phys. Rev. 
Lett. 54, 1498 (1985); H. Zhao and V. H. Maker, Phys. 
Rev. A 42, 5894 (1990); A. Arneodo, F. Argoul, Y. 
Couder, and M. Rabaud, Phys. Rev. Lett. 66, 2332 
(1991). 

[6] R. J. Blackwell, J. R. Rayne, and W. M. Terry, Trans. 
AIME 216, 1 (1959); B. Haberman, ibid. 219, 264 
(1960); P. A. Dickey and R. B. Bossier, in Secondary 
Recovery of Oil in the U.S. (American Petroleum Insti­
tute, Dallas, 1950), pp. 444-462. 

[7] For generalizations of the DLA model which take surface 
tension into account and further references, see L. P. Ka-
danorf, J. Stat. Phys. 39, 267 (1985); J. F. Fernandez and 
J. M. Albarran, Phys. Rev. Lett. 64, 2133 (1990). 

[8] R. Lenormand and C. Zarcone, Phys. Rev. Lett. 54, 2226 
(1985). 

[9] R. Lenormand, Physica (Amsterdam) 140A, 1 14 (1986). 
[10] M. Blunt and P. King, Phys. Rev. A 42, 4780 (1990). 
[11] A. C. Payatakes, Annu. Rev. Fluid Mech. 14, 365 (1982); 

J. Koplik and T. J. Lasseter, Chem. Eng. Commun. 26, 
285 (1984); J. D. Chen and D. Wilkinson, Phys. Rev. 
Lett. 55, 1892 (1985). 

[12] Other DLA-related crossovers have been found, such as 
(a) from DLA to compact (nonfractal) growth as a func­
tion of the viscosity ratio between the two fluids [J. D. 
Sherwood, J. Phys. A 19, LI95 (1986); P. R. King, ibid. 
20, L529 (1987); J. Lee, A. Coniglio, and H. E. Stanley, 
Phys. Rev. A 41, 4589 (1990); T. Nagatani and H. E. 
Stanley, ibid. 43, 2963 (1991)], as well as (b) a crossover 
controlled by the percolating nature of the underlying 
space [e.g., M. Murat and A. Aharony, Phys. Rev. Lett. 
57, 1875 (1986); U. Oxaal et al, Nature (London) 329, 
32 (1987); Meakin et al, Ref. [5]]. 

[13] While porous media may well be fractal on some length 
scales [A. J. Katz and A. H. Thompson, Phys. Rev. Lett. 
54, 1325 (1985); P. -z. Wong, J. Howard, and J. -S. Lin, 
ibid. 57, 637 (1986)], this Letter, as well as many experi­
ments [e.g., Refs. [8] and [9]; J. P. Stokes, D. A. Weitz, 
J. P. Gollub, A. Dougherty, M. O. Robbins, P. M. Chai-
kin, and H. M. Lindsay, Phys. Rev. Lett. 57, 1718 
(1986); J. P. Stokes, A. P. Kusnick, and M. O. Robbins, 
Phys. Rev. Lett. 60, 1386 (1988)], pertains to nonfractal 
random media. 

[14] Stokes, Kusnick, and Robbins (Ref. [13]). 
[15] N. Martys, M. Cieplak, and M. O. Robbins, Phys. Rev. 

Lett. 66, 1058 (1991). 
[16] L. Furuberg et al (Ref. [2]). 
[17] By "bare" we mean the value measured in a 

continuum—not the interpore one (sometimes called 
"macroscopic" surface tension). 

[18] R. Paredes (unpublished). 

2961 


